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1.

Introduction

The Surface Property Prediction IP_Seismic plug-in (version: 2017.1.0.0,

release date: July 2017) can be used to predict production possibility attribute of the

rock in the layer using set of surface attributes and set of production points in

boreholes.

To do the prediction there are two main calculation studies:

1.

Training stage - to get prediction operator (coefficients of the operator)
according set of pairs — production points with value of production possibility
attribute and values of surface attributes around the production points.
During this stage, all coefficients in neural network will be estimated to
minimize objective function. Prediction operator can be Linear Regression,
ACE regression (Alternating Conditional Expectation, LEO BREIMAN and
JEROME H. FRIEDMAN, 1985), Neural Network regression or Random Forest
regression.

Calculation stage - to calculate values of production possibility attribute for

every node in the surface based on surface attributes.
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2. Start
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Figure 1: Project tree and programs tree to start Surface Property Prediction
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3. Input parameters
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Figure 2: Input surface attributes data tab dialog view DNN_SurfaceProperty

Parameters have to be defined before calculation:

Surface: allow select surface with set of surface attributes from the project tree. All
marked attributes will be used for calculations.

Max lag i, Max lag j: allow define moving window size around production points
during training stage and around node for calculation during calculation stage.

Validation Option (remove points): if checked, that several calculations will be
done. Any calculation will use all wells (points) exclude one current well (point).
As result will be several maps:
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P90

Option:
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Linear Regression: prediction based on Linear Regression.

ACE Regression: prediction based on ACE Regression

Neural Network: prediction based on Neural Network Regression
Random Forest: prediction based on Random Forest Regression.

Parameters for different options:

Tikhonov alpha: >0 and <1 allow avoid overlearning effect or instability for
prediction. If alpha=0 then we can get very good approximation of the training set
but the predictability can be very low and results can be very different for every
realization. If alpha > 0 then training quality (correlation coefficient) will be less if
use alpha=0, but predictability will be much higher (quality control with “blend well”
test).

Iteration: allow define maximum iteration during training stage to teach the neural
network.

Cross validation (%): (>=0 and <=99) allow define percent of training pairs
what will not be used for training and will be used only for quality control.

Deep learning option: Not used default, Kohonen SOM, Restricted
Boltzmann machine . Autoencoder. Option allow to generalized first layers.

Hidden layer 1 (2, 3, 4, 5) nodes: allow to define number nodes in 1st (2nd, 3rd,
4th, 5th) hidden layer for neural network definition.

To select production points attributes need to use second tab:
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Figure 3: Input production points attributes tab dialog

To do correlation analysis need to push “Correlation Analysis” bottom. After
calculation you can see correlation table (see Figure 4) with cress correlation values
and with Principal components (shift table to right). Table is sortable for every

column ( click to column name). Double click — sort from big to small.
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Figure 4: Correlation table results according Correlation Analysis bottom

Ctp.80f 9
000 «JlabopaTtopus Mpuesxesa»



1. Calculation

To start the prediction need to push “Calculate result” buttom (during training stage
error and correlation curves will be calculated in Graphics window (see Figure 5)

If Cross validation =0 only two curves will be calculated and Cross validation >0
four curves additionally with error and correlation according cross validation set of
points (see Figure 6). Dispersion of quality controls curves around main curves allow
to estimate predictability of the DNN operator.

If use Number realization >3 prediction results will be calculated several times

according this number.
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Figure 5: Output graphics window with error and correlation values during learning

iterations (for number realization =1 and Cross validation =0)
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